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1 Introduction

Heterogeneous multi-robot systems are typically utilized, over their homogeneous counterparts, due
to their ability to accomplish challenging missions in a coordinated and distributed fashion [1]. For
instance, heterogeneous robots have been deployed for applications ranging from environmental
monitoring to search and rescue operations [2, 3].

The standard approach to heterogeneous multi-robot teams is to first assign task(s) to each robot
based on their capabilities [4] and then have them execute appropriate coordination strategies to
achieve their respective tasks [5]. Another approach is to allow the team of heterogeneous robots
to work together (i.e., collaborate) such that they can acquire new functionalities that are not
possessed by any single robot operating in isolation [6, 7]. However, the challenge lies in having
these robots collaborate effectively such that they can accomplish the task at hand better than if
the standard approach (i.e., task assignment and then coordinated control) were adopted [8].

This research project seeks to address this challenge by exploring advanced graph-based learning
techniques in network science, such as graph neural networks (GNNs) [9, 10], and/or optimization-
based strategies [11] to enhance the performance and adaptability of heterogeneous multi-robot
systems functioning in complex and, possibly even dynamic, environments. Particularly focusing
on problems related to environmental monitoring [2] and coverage control [12], such as for wildfire
tracking or exploration of unknown environments.

2 Related Works

In this section we discuss research that collectively explores graph-based learning, task assignment
(both with and without temporal constraints), sensor fusion, and coverage control in the context
of heterogeneous multi-robot systems.

2.1 Graph Neural Networks

Graph neural networks (GNNs) are designed to process and learn from graph-structured data [9, 10].
GNNs work by aggregating information from neighboring nodes to update each node’s represen-
tation (i.e., set of features), allowing them to capture patterns and dependencies in graphs; e.g.,
perform tasks like node classification, link prediction, and graph classification. A dynamic cross-
attention mechanism enables robots to gather information from their neighbors, improving spatial
awareness. In particular, [13] focuses on obtaining spatial relationships, such as depth estimation,
within a multi-robot network using this mechanism. This work lays the foundation for a generalized
multi-robot coordination framework, with future directions exploring sensor fusion integration into
swarm control and planning. [14] builds on this by investigating spectral graph convolutions and
GNNs for decentralized multi-agent exploration and navigation in indoor environments. By lever-
aging spatio-temporal graphs, the study models unstructured data for robot exploration to improve
spatial representation, addressing the challenge of processing real-world complexity. This could lead
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to action recognition and forecasting, enabling more efficient exploration strategies. Considering
a graph where robots are represented as nodes, edges corresponding to possible movements, this
allows for flexible and adaptive coordination. Another study on graph-based modeling develops
an evolutionary graph neural network for traffic prediction [15], where the semantic adjacency ma-
trix evolves throughout training. This allows the model to adaptively capture traffic complexity
and variability, providing insights into dynamic system behavior—concepts that could translate to
multi-robot navigation and coordination.

2.2 Task Assignment

Task assignment concerns itself with how to best categorize into subgroups based on respective
capabilities [16, 17]. Typically, the problem of instantaneous task assignment (without temporal
constraints) has been tackled with either market-based [18] or optimization-based [19] approaches,
whereas time-extended task assignment (with temporal constraints; i.e., task-scheduling) has been
tackled with temporal planning-based [20] or reinforcement learning-based [21] approaches. How-
ever, more recently, there has been work that attempts to solve such problems using a GNN. For
instance, [22] introduces RoboGNN – a homogenous robot scheduling framework that applies graph
attention learning and imitation learning to manage tasks in environments with spatial and tempo-
ral constraints. Unlike application-specific solutions, RoboGNN provides a generalized scheduling
approach. However, they have not yet explored heterogeneous robot teams, transfer learning,
and alternative objective functions to ensure adaptability and applicability in real-world scenarios.
[23] proposes a novel Decentralized Graph Neural Network approach for multi-robot Goal Assign-
ment (DGNN-GA), which leverages a heterogeneous graph representation to model the inter-robot
communication topology and assign relations between goals and robots in a decentralized fashion.
Additionally, the authors investigate the trade-off between performance and the communication
burden of DGNN-GA as a function of the number of communication exchanges.

2.3 Robot Perception

Robots must be able to fuse relevant information gathered by the onboard sensor(s) to perceive the
environment with high precision. One study for environmental monitoring highlights the need for
sensor fusion in methane emission detection, where laser spectrometers, light detection and ranging
(LiDAR), and sun-glint geometry could enhance offshore monitoring, improve cost efficiency, and
characterize methane signatures across industries to assess climate impact [24]. A study looking at
system monitoring combines sensors such as inertial measurement units (IMUs), rotary encoders,
and ultra-wideband beacons with an extended Kalman filter to improve swarm robotics formation,
showing how multi-sensor data fusion strengthens localization and control [25]. Another work
integrates real-time kinematic, LiDAR, and IMU within a simultaneous localization and mapping
(SLAM) framework for a single unmanned surface vehicle. This approach addresses traditional
SLAM challenges, demonstrating how sensor fusion can provide a more accurate environmental
representation and improve navigation in uncertain conditions [26].

2.4 Coverage Control

Coverage control is a technique used to effectively monitor or cover a specific area by a set of
agents (e.g., robots) [12]. Specifically, the goal is to optimize the placement and movement of these
agents such that the collective sensing capability over a given area is maximized, i.e., minimize
gaps in coverage. In recent years, learning-based approaches to coverage control have been gaining
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traction. For example, [27] explores graph-based approaches for this type of graph to coordination
and decision-making, examining dynamic unidirectional graphs where the robot movements define
the evolving topology. A key challenge in their work is deploying Graph Neural Networks (GNNs)
in real-world distributed teams, where asynchronous and intermittent communication can impact
performance. [28] develops a decentralized coverage control approach for a multi-robot team with
limited sensing capabilities. In particular, this paper uses a GNN to realize the decentralized control
policy – leveraging non-local information from multi-hop neighbors for decision-making. The GNN
framework allows the robots to share information about their positions, states, and the environment,
which helps them make better decisions about where to move in order to achieve complete coverage.
This achieves a higher quality of coverage when compared to classical approaches that only use local
information.

3 Problem Statement

Consider a team of N heterogeneous robots, which are deployed in a known region of interest, D,
for monitoring purposes. Each robot is assumed to possess a sensor suite, enabling it to gather
information about the environment, and be able to move, according to its dynamics ẋ = f(x, u).

Our project explores how robots with different types of sensing and mobility characteristics can
collaborate to “paint a better picture of the world” (i.e., enhance the overall team’s perception of
the environment).

Figure 1: Example scenario: A drone and rover tasked with monitoring a region of interest. The
robots are first assigned tasks based on their respective capabilities, then they will fuse the infor-
mation gathered by their onboard sensor suite and execute a coverage control strategy.

This problem can be broken up into a few steps, as illustrated in Figure 1:

• Task assignment – assign the most suitable robots to regions of interest in the environment,
based on their respective capabilities, over certain time windows;

• Information gathering with sensors – each robot gathers information while moving throughout
the environment, and then robots will perform sensor fusion such that they can perceive the
environment as a distribution (i.e., estimate a density function);

• Coverage control – robots execute coordination strategies, based on the estimated density
function, such that they can maximize their respective quality of coverage.

Note. Our final project will focus on task-scheduling in a heterogeneous multi-robot team, while
the information gathering with sensors and coverage control steps are left as future work.
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4 Heterogeneous Graph Attention Networks for Task Scheduling

This section first provides an overview of graph attention networks. Next, we introduce the Sched-
uleNet framework – a heterogeneous graph attention-based model that solves the multi-robot task
scheduling problem – and our contribution to it.

4.1 Graph Attention Network

Graph attention networks (GATs) are an extension of graph convolutional networks (GCNs) [29],
which update the representation of a target node via a weighted average of its one-hop neighbors’
features as

hN(j) =
∑
i∈Ni

√
1

dj

√
1

di
hi = wi,jhi, (1)

where di is the degree of the source nodes, dj is the degree of the target node, and Ni is the
neighborhood set of node i.

Unlike GCNs, however, GATs replace the weight wi,j with an attention mechanism eij , which
considers both the source and target nodes, allowing the weights to be determined by more than
just the number of neighbors (i.e., local graph structure information) [30]. To determine the
mechanism of attention we make use of a learnable linear projection matrix, W, which is a weight
matrix allowing us to focus on specific features and a⃗ is a learnable weight vector of parameters,
which is a shared attentional mechanism used to compute attention coefficients

eij = σ(a⃗T[Wh⃗i∥Wh⃗j ]), (2)

where h⃗i and h⃗j are the raw feature message vectors of node i and j, respectively, and ∥ represents
the concatenation operation. Furthermore, by applying a nonlinear activation function, σ, such as
LeakyReLU, we can compute the normalized masked attention, given as

αij = softmax(eij) =
exp(eij)∑

k∈Ni
exp(eik)

. (3)

The normalized attention coefficients, αij , are then used to compute the updated representation of
features for each node, given as

h⃗′i = σ

∑
j∈Ni

αijWh⃗j

 , (4)

Since W and a⃗ are learnable parameters, there can be multi-head attention, i.e, there exist more
than one attention mechanism.

If the multi-head attention happens in an intermediate layer, then the nonlinearity activation
function is applied and then we concatenate to get the updated representation of the target node

h⃗′i =

K∥∥∥∥
k=1

σ

∑
j∈Ni

αk
ijW

kh⃗j

 . (5)
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Figure 2: Left: The attention mechanism which applies LeakyReLu activation. Right: Multi-head
attention where each head are either concatenated or averaged to obtain h⃗′1 [30].

If the multi-head attention happens at the final layer, then averaging is performed and the nonlin-
earity activation function is then applied to get the updated representation of the target node

h⃗′i = σ

 1

K

K∑
k=1

∑
j∈Ni

αk
ijW

kh⃗j

 (6)

The aggregation process of multi-head graph attention is portrayed in Figure 2, which is taken from
[30].

4.2 ScheduleNet

To tackle the problem of task-scheduling, we leverage the ScheduleNet framework [31] – a novel
heterogeneous graph attention network model that can learn heuristics for per-edge-type message
passing and node-type feature reduction mechanisms to solve such problems (Figure 3). Schedu-
leNet extends the simple temporal network formulation [32], which allows one to encode temporal
constraints into a heterogeneous graph, by introducing robot and resource location nodes to cap-
ture various constraints with a graph structure. Further, ScheduleNet generalizes and scales well
to large, unseen problems when trained on small-scale problem settings.

A graph learning-based architecture is considered because solving the scheduling problem as a
mixed-integer linear program (MILP) with spatial and temporal constraints is typically a NP-hard
problem [33], meaning it does not scale well to large problem settings. For instance, [34] introduces
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Figure 3: Overview of the ScheduleNet Framework [31]

a MILP for the task-scheduling problem, given as

min z (7)

s.t.
∑
r∈R

Ar,i = 1. ∀i ∈ τ

fi − si = duri, ∀i ∈ τ

fi − s0 ≤ di, ∀di{d}
si − fj ≥ wi,j , ∀wi,j ∈ {w}
(sj − fi)Ar,iAr,jXi,j ≥ 0, ∀i, j ∈ τ, ∀r ∈ R

(si − fj)Ar,iAr,j(1−Xi,j) ≥ 0, ∀i, j ∈ τ, ∀r ∈ R

(sj − fi)Xi,j ≥ 0, ∀(i, j) ∈ Lsame

(si − fj)(1−Xi,j) ≥ 0, ∀(i, j) ∈ Lsame

where, at a high-level, this optimization problem aims to minimize the makespan (z; i.e., the total
time required to complete all assigned tasks) subject to temporal constraints – such as deadline
and relative relationship (i.e., correlation) between multiple tasks – and resource constraints – such
as tasks needing to be performed at specific locations. Hence, to circumvent the need to solve (7),
the ScheduleNet framework was proposed for task-scheduling.

4.3 Contribution to ScheduleNet

Our project investigated how the makespan and number of decisions changed when the layers of
the heterogeneous graph were merged with different aggregation configurations. In particular, we
consider the following methods:

• ‘cat’, ‘cat’, ‘cat’, ‘avg’ (ScheduleNet default)

• ‘cat’, ‘cat’, ‘avg’, ‘avg’ (half averaging)
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• ‘cat’, ‘avg’, ‘avg’, ‘avg’ (3/4 averaging)

• ‘avg’, ‘avg’, ‘avg’, ‘avg’ (all averaging)

where the ‘cat’ and ‘avg’ operation for layers are represented as (5) and (6), respectively. For ex-
ample, we can define the layers of the heterogeneous graph for the ScheduleNet default aggregation
configuration as

h⃗
(1)
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K∥∥∥∥
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∑
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(0)
i

 , (8)
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i

 , (9)
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j
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 1
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 , (11)

where h⃗
(0)
i = h⃗i,0 is the initial (i.e., layer 0) embedding, typically set to be equal to node features,

and h⃗
(ℓ)
i is the representation of features for layer ℓ. Note that the other aggregation configurations

can similarly be defined.

5 Findings

Figure 4: Distribution of the makespan and number of decision steps for solving the task-scheduling
problem with different configurations of aggregations (i.e., ‘cat’ and ‘avg’) over 750 realizations.

The analysis is based on a scheduling scenario involving 17 distinct tasks and 5 available robots.
Each task has a set of durations corresponding to each robot – represented in a 17×5 matrix –
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reflecting the time each robot takes to process a given task. Additionally, every task is assigned a
two-dimensional location, which can be used to infer proximity and potential sequencing constraints.
Temporal constraints are imposed through deadlines and wait constraints: for instance, two tasks
(task 2 and task 15) must be completed by time 24 and 26, respectively, while specific pairs of tasks
have mandatory wait periods between them (e.g., a wait of 3 time units between tasks 2 and 12).
Together, these constraints define a complex scheduling environment where the goal is to assign
tasks to robots in a manner that minimizes the overall makespan while respecting the processing
times, spatial considerations, deadlines, and inter-task wait times.

Figure 5: Bar plot of the average makespan and average number of decision steps for solving the
task-scheduling problem with different configurations of aggregations (i.e., ‘cat’ and ‘avg’) over 750
realizations.

Figure 6: Scatter plot of the makespan and average number of decision steps for solving the task-
scheduling problem with different configurations of aggregations (i.e., ‘cat’ and ‘avg’) over 750
realizations.

The results highlighted in Figures 4, 5, and 6, illustrate not only the clear advantage of a pretrained
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network (Default) in achieving consistently lower makespan but also highlight the potential benefits
for the three untrained methods. Notably, the untrained aggregations (Half, 3/4, All) exhibit fewer
decision steps, indicating a more “direct” scheduling approach that —if trained— could leverage this
lower step count to converge on a more efficient final schedule. The fact that their makespans jump
from around 40 to over 170, as shown in Figure 6, with no intermediate values, suggests they are not
partially converging toward an optimal schedule; rather, they either stumble into a near-optimal
result or remain at a much higher makespan. By introducing training for these aggregations, it
is plausible that they could refine their decision-making process, retaining their lower step count
while closing the gap in schedule quality. In short, the analysis made by comparing different
configurations of aggregations underscores the value of training these models—both to capitalize
on their lower decision-step tendencies and to fill the “missing middle” in makespan outcomes,
ultimately producing more consistent and efficient scheduling solutions.

Note. We made the necessary changes to the code provided in [35] (Github repository) to test the
performance of the different aggregation configurations.

6 Conclusion and Future Works

In conclusion, our analysis focused on evaluating the impact of different aggregation strategies
within the ScheduleNet framework on multi-robot scheduling performance. We tested and com-
pared four aggregation configurations using a fixed scheduling scenario; the results revealed that
the pretrained default configuration consistently yields lower makespan, indicating more effective
scheduling, while the untrained alternatives, despite achieving lower decision steps, resulted in a
higher makespan. This gap underscores the importance of both effective aggregation and training
and these findings suggest that further training of alternative aggregations could potentially bridge
the performance gap observed in our experiments. Moreover, we chose to employ a GNN for task
scheduling due to its inherent ability to process large, heterogeneous graphs, enabling it to gener-
ate feasible solutions even in very large-scale settings, making it a scalable algorithm for complex
scheduling problems.

A natural next step is to extend ScheduleNet to consider dynamics graphs, as it currently only
applies to static graphs (e.g., a fixed number of robots and tasks), with the reason for this being
that robots and tasks can appear on the fly. Hence, altering the current GNN model to accommo-
date time-varying networks would make this multi-robot task-scheduling architecture more resilient
to dynamic environments. Additionally, moving forward, we also want to continue studying the
problem of collaborative perception (Figure 1) while using graph-based learning techniques, such
as graph neural networks, in heterogeneous multi-robot teams. In particular, we will focus on the
last two steps of our proposed framework: robot perception (i.e., information gathering and sensor
fusion) and coverage control.
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